
Syracuse University and Indiana University 

Enabling Accessibility and Linking Digital Media Collections in Academic Libraries 

Syracuse University (SU) and Indiana University (IU), collaborating with the SU Bird Library, IU Wells 

Library and the Coulter Library of Onondaga Community College (OCC) in Syracuse, request $249,909 and 

will costshare $91,763 to support a National Digital Platform project. 

Statement of Need 
Video captioning is a relied-upon method not only for providing essential accessibility for the deaf and hearing-

impaired community--made up of 36 million Americans--but also for improving students’ comprehension when 

consuming visual content. However, the cost of providing captions for a large volume of videos is prohibitive. 

As the National Association of the Deaf (NAD) has been taking legal action to require educational 

organizations to provide captioned online videos, many universities, including SU and IU, are actively seeking 

cost-effective solutions to enable accessibility of video collections.  
Researchers at SU’s School of Information Studies and IU’s School of Informatics and Computing, 

partnering with the SU Bird Library, the IU Wells Library, and the OCC Coulter Library, propose to design and 

develop an open-source platform that will 1) address the accessibility of video content by creating tools to 

provide a cost-efficient captioning service by applying Automatic Speech Recognition (ASR) and 

crowdsourcing closed captions; and 2) promote easy sharing, searching, and discovery of library resources by 

linking captioned videos with digital collections.  

This project is a timely response to IMLS’ National Leadership Grants for Libraries (NLG) National 

Digital Platform funding priority. Our open-source tools can be used by academic libraries nationwide to help 

advance accessibility practices and to improve the quality of service related to digital collections.   

Goal and Project Design 
The SU/IU Libraries hold thousands of circulating visual media items in their digital collections along with 

streaming video content hosted on their University-owned sites. These media items and videos are not, 

however, accessible to all users, as the majority are not captioned. Online course instructors also frequently 

approach libraries to acquire captioning services for their video lectures. Academic libraries face issues of 

accessibility, scale, and cost: the rate can vary from $1/minute to $10/minute for professional closed captioning 

services. Commercial vendors are largely expensive and restrictive.  

In this project, we propose a holistic approach to address on-demand, real-time needs, as well as offline 

services for long-term accessibility and archiving of digital collections. These objectives will be accomplished 

by creating tools based on the PI’s own system, CaptionBand (Huang et al., 2017), which is a web application 

that has been deployed at SU. According to the team’s extensive experience with CaptionBand and our prior 

research on video indexing and query, we propose a 2-phase plan as follows.  

Phase One (Accessibility): To reduce the cost of creating captions from scratch, our tools will first 

employ Automatic Speech Recognition (ASR) technology to provide users with machine-generated captions as 

a baseline, and will then allow users to request corrections for an ASR-generated caption or to edit captions of a 

particular video segment. These two processes are the key to obtain the initial captions and to enhance the 

quality of captions. Using the similar processes, CaptionBand saves about 94% typing effort compared to 

creating captions from scratch. To streamline the key processes at different institutions, we will conduct 

interviews and surveys to collect the requirements or policies that are currently in place. We will create both a 

browser plugin and JavaScript libraries that integrate with the major functional components of CaptionBand, 

such that the provided service can address both online and offline requests for closed captioning. We have 

already identified a technically feasible and sound solution that can secure the delivery of ASR-generated 

captions via a browser plugin. Prior research (Shiver & Wolfe, 2015) found that providing ASR-generated 

captions can improve deaf people’s comprehension of video content even though ASR-generated captions may 

contain errors. To this end, the baseline solution with ASR will make a big stride towards addressing 

accessibility. Our recent study (Huang et al., 2017) showed that hearing-impaired users would send caption 

correction requests when they felt frustrated with caption errors; it also showed that displaying the number of 

correction requests would promote caption correction as a result of altruism. Using the new proposed tools, we 
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will further explore more intrinsic motivators (e.g., curiosity, self-importance, etc.) and incentive mechanisms 

(gamification) to encourage user contributions (Kraut & Resnick, 2012).  

 Phase Two (Linkability): Without captions, the current means of accessing videos and connecting them 

with other digital collections relies on the metadata from indexing videos, which is usually created with 

standards such as Dublin Core. The automatically generated and crowd-enhanced captions will provide a richer 

source for producing a much more comprehensive content representation of videos, which in turn will promote 

more effective discovery of collections by utilizing full text transcripts together with video images. The Co-PIs 

have extensive research experience with creating innovative structural and referential metadata properties, 

which can enhance the linkability of videos and digital collections. For example, machine-learning algorithms 

can be used to extract structured, descriptive, and subject metadata (Liu & Qin, 2014) from videos. Entity 

names such as personal names, organization names and event names as well as metadata (for time, geographical 

space, relations, etc.) can be extracted from the captions and organized into a knowledge base, which can aid 

not only the interface design for searching, identifying, selecting, and obtaining videos as well as other 

collections, but also the linkage between videos and other digital collections. We anticipate that the automatic 

linkages will enhance heuristic and serendipitous discovery, potentially resulting in more use of videos and 

other digital collections. Our novel algorithms will enable knowledge-based collection search and linkage with 

high relevancy and accuracy tolerating the caption errors generated by ASR. Copyright and licensing concerns 

of digital collections will be carefully addressed with the support of our advisory board members, including 

Peter Blanck, an expert in disability law and policy, as well as SU’s Office of University Counsel. 
 

Project Team and Partners: The team is well qualified and prepared for the proposed activities. The project 

will be led by Dr. Yun Huang, PI, who has built and deployed several production systems and open software. 

She has been awarded by NSF and Google as a single PI and DOE as a co-PI to conduct her systems research. 

Dr. Jian Qin, co-PI, will contribute her expertise in data management and information organization. Co-PI, Dr. 

Xiaozhong Liu, will facilitate the design of knowledge-based video indexing, retrieval and recommendation. 

Collaborating with the three academic libraries will provide a unique opportunity to learn how size, private vs. 

public institution status, and policy factors inform and impact the design of the platform.  

National Impact: This proposed project will provide a service platform that can be used by academic libraries 

nationwide in order to address the ever-expanding amount of visual content that needs to be made accessible in 

order to meet institutional and organizational policies and Americans with Disabilities Act (ADA) requirements. 

The infrastructure built from this project will also offer an opportunity to link videos with other digital 

collections, promoting access to library resources. This will benefit the library and scholarly community as a 

whole, but even more so, students, faculty and other users who are deaf or hard of hearing. 

Estimated Budget: The project budget is estimated at $249,909, which will support PI and co-PI salary 

($25,977), graduate students’ salary ($82,219), fringe benefits ($18,630), dissemination ($3000), human 

subjects ($900), subcontract to Indiana University ($39,821), advisory board ($1,000) and indirect costs 

($78,362). Additionally, Syracuse University will provide $91,763 in cost sharing of graduate student tuition 

($58,380), 0.25 academic year months for the PI ($16,559), fringe benefits ($5696) and indirect costs ($11,128).  

References:  
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