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Overview of Presentation

• Introduction to Phase 3 framework 

• Component 1: Performance measures

• Component 2:  Project evaluations

• Component 3:  Narrative questions

• Schedule and next steps



Grants to States’ New Approach to 
Outcome-Based Evaluation

Gather Consistent 
Outcome Metrics

Develop national level 
metrics

Compare results 
across projects/states

Understand 
Assessment Practices 

and Use

Provide Targeted 
Evaluation TA

Promote Peer-
learning

Identify/Support/Share 
Rigorous Evaluation 

Work
Develop a Catalogue 

of Promising Practices

Presenter
Presentation Notes
Discuss the three components
Note: For Phase III, performance metrics are reported at activity level. The other two are at project level.  Phase II has everything retained at activity level.



Outcome Based Performance Metrics

Three basic outcome areas:
• knowledge gain and knowledge transfer 
• use and/or re-use of new services
• satisfaction with and valuation of services 

Goals:
• Emphasize easy-to-collect items at point of service

• Developed limit set of (subject neutral) outcomes measures for 
national level (aggregate) reporting

• Similar outcome measures for different activity types allows for 
comparisons across projects



Caveats on Performance Measures

 Reported at activity level.
 Included when attribution is 

plausible based on end-user 
and activity type
– Library staff versus public 

patrons
– Never reporting when 

activity is procurement.



Performance Measures Outcomes

 Knowledge gains

 Application of acquired 
knowledge

 (If surveying public:  
increase in use of library 
services) 



Performance Measures

 Outcome measures for public patrons



Outcome Indicators for Library Staff

Presenter
Presentation Notes
We need to discuss whether to retain procurement.



Reporting in SPR





Part 2:  Identify/Support/Share 
Rigorous Evaluation Work

 Starting assumptions:
– Not all projects involve formal evaluations.
– We can learn much from studying evaluations in 

identifying promising practice.



Identifying Rigorous Evaluation Work

 Start with initial set of screening questions to identify formal 
evaluations.  

– If Identified as a formal evaluation 

» Assess its quality of evidence.



Evaluation Screens
(See Wireframe, Project Outcomes - 6)

1. Was an evaluation 
conducted for this 
evaluation?

2. Was a final written 
report produced?

3. Can the final evaluation 
written report be 
shared on the IMLS 
website?

Presenter
Presentation Notes
Baseline information for defining an evaluation.  Focus is on a written report that can be publicly shared. If this is not possible, there is no need for further examination. 
Objective is to develop a catalogue of promising practices.  This requires valid and useful information.



Evaluation Assessing Quality of Evidence
(Wireframe, Project Outcomes – 7) 

Presenter
Presentation Notes
Skip to next slide; this is just so folks know to look at handout.



Evaluation Categorization Questions
(Wireframe, Project Outcomes – P.  7) 

 A good evaluation report is 
“credible”
1. Data collection
2. Sampling 
3. Data analysis
4. Study design

Presenter
Presentation Notes
In-house versus third party carries no judgments per se. They provide a basis for doing future comparisons in assessing evaluative capacity of grantees.






Framing the Data – Assessing Use
(Wireframe, Project Level, P. 1)

 A good evaluation is 
also useful.
– Key outcomes and 

findings
– Future planning
– Lessons learned for 

others to consider

Presenter
Presentation Notes
Key outcomes and findings = allowing the reporting tool to tell a good story in weaving the data.
Don’t want quality data getting buried in a report in a dusty shelf. Want to see how it gets used by grantee, if at all.  
Want to share knowledge to help improve practices in the community.




Assessing Usefulness, Cont’d
(Wireframe, Project Level, PP. 2-4)

Usefulness also relates to sustainability

Presenter
Presentation Notes
Sustainability:  how do initiative change over time? How do we plan for change?





Schedule

Reporting / Allotment FY 2013 FY 2014 FY 2015 FY 2016

Old SPR States
(not Pilots)

New SPR (Phase II):
Descriptive Reporting

Pilot States All States All States
+ Match

All States
+ Match

New SPR (Phase III): 
Additional Outcomes

Pilot States All States

20

Presenter
Presentation Notes
Here’s another view of this schedule. Again, states other than pilots will be reporting in the old system one more time and then next year will begin the move to the new SPR with full implementation of both descriptive and outcome reporting by all states for the FY 2016 allotment.



OPRE’s Next Steps

 Supporting piloting
 Offering technical 

assistance and training
 Aiding network of 

library-focused 
evaluators.



Feedback?



Thank you for your time.

Office of Planning, Research, and Evaluation

CManjarrez@imls.gov
MBirnbaum@imls.gov
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